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Abstract

We discuss the challenges and requirements faced in the creation of a digital library for epidemic modelling
and forecasting. These are presented within the context of the Epidemic Marketplace, a distributed data
management platform where epidemiological data can be stored, interlinked and made available to assist
epidemiologists and public health scientists in sharing and exchanging data. We also introduce its
architecture and implementation plan based on open-source tools.
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Introduction

In recent years, the availability of a huge flow of quantitative social, demographic and behavioural data
spurred the interest in adopting innovative data-intensive science technologies (Hey et al. 2009). These can be
used to improve disease surveillance systems with faster and more accurate outbreak detection and epidemics
propagation capabilities. These capabilities depend on the availability of fine-tuned models, which require in
turn accurate and comprehensive data.

We provide an overview of the architecture and design of a new digital library for scientific data analyses in
epidemics modelling, called the Epidemic Marketplace (EM). In this platform, epidemiological data can be
captured and curated for analysis by the scientific community. Based on open-source software, the Epidemic
Marketplace is part of a computational framework for organising data for epidemic modelling and forecasting,
the Epiwork project (Epiwork 2010), an e-Science initiative aimed at collecting and organizing data, creating
tools and deriving knowledge to be used by epidemiologists and public health scientists.

The Epidemic Marketplace, supports the creation of large scale, data driven computational simulations of
disease propagation, endowed with a high level of realism and aimed at epidemics forecasting. In addition, it
offers original web data-collection schemes for integrating real-time disease incidence independently of health
authorities. It is starting as an annotated catalogue of datasets of interest to epidemic modellers, which will
over time into a collection of interlinked data, having some of its data elements locally stored within the realm
of the Marketplace and some others available as interlinked references remotely managed.

In this paper, we start by introducing the use of metadata and ontologies for epidemic modelling and our
strategies for identifyingcontrolled vocabularies and ontologies for characterising the diverse data used by
epidemic modellers. We then present the software architecture of the proposed Epidemic Marketplace
through the discussion of its requirements. Next, we describe the base technologies used in the construction of
the infrastructure. In the conclusion, we discuss the status of the prototype implementation of the Epidemic
Marketplace and our plans for fostering its use by the epidemic modellers community.

Metadata and Ontologies in Epidemic Modelling
The description of the datasets used in the models of all sorts of epidemics would requireall the necessary to
propose a model capable of describing virtually every kind of information, given the diversity of factors and
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the interdisciplinary of epidemiologic studies. In the study of a specific disease it is possible to have datasets
describing the disease, how it spreads, clinical data about a population and so on. Data may be geo-referenced
and geographic data may be necessary for the modelling of the disease transmission. Other data can be
important for the study of diseases, such as genetic, socio-economic, demographic, environmental and
behavioural data. The need to encompass so many areas of study will reflect on the contents of the datasets
and ultimately on their metadata, calling for a data organisation supporting interlinked data (Bodenreider and
Stevens 2006; Bizer in press)

Given the high diversity and heterogeneity of epidemic data involved, a common reference model based on
metadata is needed. Metadata terms are being defined based on controlled vocabularies and ontology terms,
and ontologies will be also used to characterize the entities and relationships among them in the managed
datasets. As a result, the information model of the Epidemic Marketplace is directly defined through metadata
and ontologies.Together, they will be essential in the development of epidemic modellingdigital libraries, as
they make documents and other data sources accessible in a more sophisticated, structured and meaningful
manner.

For example, using a specific ontology to describe a specific disease makes everybody referring to a specific
disease to use the same term, making the information discovery simpler and more complete. But it also keeps
the metadata text simpler, since the ontology itself contains other data that doesn’t need to be inserted as
metadata. For example, through an ontology of places (a geographic ontology), if we have a specific location
code, we can obtain other information about that location, such as country, coordinates, altitude, city and so
on.

Standards

There are several standards for the collection and management of metadata. ISO/IEC 11179 is the
international standard for representing metadata for an organization in a Metadata Registry (MDR) that has
been implemented by organizations in the Health domain. Several health organizations have created
implementations of this MDR, such as METeOR (Australian Institute of Health and Welfare 2009). However,
the DCES (Dublin Core Metadata Element Set) is the most relevant standard to our epidemic modelling e-
science infrastructure, because it was conceived for describing web resources, and that is the way the
Epidemic Marketplace will be primarily available(DCMI 2008). The DCES is a vocabulary of fifteen properties
to be used to describe document-like files in the web. These fifteen elements are a part of a larger set of
metadata vocabularies and technical specifications maintained by the DCMI (Dublin Core Metadata
Initiative), the DCMI Metadata Terms (DCMI 2008b). DCMI includes, formal domains and ranges in the
definitions of its properties. This means that each property may be related to one or more classes by a has
domain relationship, indicating the class of resources that the property should be used to describe, and to one
or more classes by a has range relationship, indicating the class of resources that should be used as values for
that property (Powell et al. 2008).

The DCMI recommends the use of controlled languages whenever possible for the description of each
element. However, the development of an ontology that is accepted by the whole community is a complex
lengthy and costly endeavour, so it is important to reuse as much as possible existing ontology’s, because they
reduce costs and implementation time. In addition, adopting already used ontologies simplifies access to
interlinked datasets.

The OBO (Open Biomedical Ontologies) isa repository of openly available and relevant ontologies to our
problem domain (Smith 2007).We will adopt relevant ontologies from this realm and also controlled
languages, such as the ones recommended by de DCMI. One example is the UMLS Metathesaurus
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(Bodenrieder 2004), which is commonly used in metadata descriptions based on the Dublin Core Standards
in the biomedical domain.

The DCMI suggests the use of the TGN - Thesaurus of Geographic Names (Harpring 1997) for location
references. However, the use of ontologies, such as Geo-Net-PT that we developed for Portugal (Pellicer et al.
2010) or Yahoo! GeoPlanet (Yahoo, 2009)can make the annotation more exact.

We are also tracking novel services provided by INSPIRE, an European Commission initiative establishing an
infrastructure for spatial information in Europe (European Commission 2007).

Strategies for Creating an Epidemic Data Metadata Model

In a first stage, the Epidemic Marketplace aims at creating a catalogue of epidemic datasets with extensive
meta-data describing their main characteristics. Ontologies will play an important role in establishing the
common terminology to be used in this process and to interlink heterogeneous meta-data classifications. The
Epidemic Marketplace will explore a comprehensive set of relevant ontologies that besides being used to
characterise datasets, will also become important datasets to epidemic modellers. Some of these are already
being organised in collections. .

At a later stage, the marketplace will provide a unified and integrated approach for the management of
epidemic data sources. Ontologies will have an important role in integrating these heterogeneousdata sources
by providing semantic relationships among the described objects. Further on, the marketplace will include
methods and services for aligning the ontologies. The aligned ontologies and annotated datasets will
eventually serve as the basis for a distributed information reference for epidemic modellers, which will help
further on the integration and communication among the community of epidemiologists.

To describe the epidemic datasets, it is first necessary to describe the datasets as web resources. This will be
done using the DCMI terms and conventions.It will also be necessary to describe the information contained in
the datasets. These descriptions constitute what health professionals and researchers will be ultimately
looking for.

The level of detail of the metadata is another aspect that must be carefully designed: a low level of detail may
not be able to sufficiently describe the datasets, making the right information harder to find, but a too detailed
metadata scheme can turn the annotation of a specific dataset into a daunting task, hindering the acceptance
of the model by the user community.In view of this, we intend to start modelling the datasets with a low level
of detail, annotating the 15 standard DC elements as character data. Further down the line, we will support the
extension of the DC elements annotations with semantically richer descriptions. That will be initially done
with the analysis of datasets to be provided by Epiwork partners. The collaboration with these partners will
enable the assessment of which level of detail will be most adequate to the epidemic modellers community.

To be useful, metadata annotation criteria have to follow a common standard, so data can be comparable and
searched using similar queries. In order to obtain a standardization of the metadata annotation it is
fundamental to use controlled languages as much as possible and languages for describing data structures,
progressively limiting the use of free text.

To understand the metadata to be added to annotate epidemic datasets and what properties should be
extended in the future for a better data representation, we have analysed a selected sample of datasets:

EM Twitter Datasets: Twitter data harvested by an initial prototype of the Data Collector module of the
Epidemic Marketplace (Lopes et al. 2009). Each dataset contains tweets (messages) with disease and
geographic specific keywords. It also contains, for each message, information about the author name
(nickname), the source (in this case the Twitter.com service), the keywords searched, the date, the source and
a possible score (assigned according to the confidence on the specific message).
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US Airports Dataset: Data about the airport network of the United States. This dataset provides
information about the US transportation network, containing data about the 500 US airports with most
traffic. The file contains an anonymised list of connected pairs of nodes and the weight associated to the edge,
expressed in terms of number of available seats on the given connection on a yearly basis.

In addition, to add more diversity to these initial datasets and start with a larger study base, we surveyed
published articles in epidemiology journals for analysis and inferred the attributes of that datasets reported in
those papers. Most of the studies do not provide information on how to access all the used datasets or fully
describe them for the purposed of cataloguing with the detail we are envisioning. Nevertheless, this kind of
survey provided insights on the metadata modelling aspects that have to be accounted for. We characterized
datasets used in studies like:

Cohen et al. (2008): Analyses the relation of levels of household malaria risk with topography related
humidity.

East et al. (2008): Analyses the patterns of bird migration in order to identify areas in Australia where the
risk of avian influenza transmission from migrating birds is higher.

Starr et al. (2009): Introduces a model for predicting the spread of Clostridium difficile in hospital context.

Using this approach, we have annotated datasets to which we did not actually have access, but devised what
would be their metadata description as DC elements, based on the information provided.

Epidemic Marketplace Architecture

The Epidemic Marketplace is composed of a set of,geographically distributed, interconnected data
management nodes, sharing common data models, an authorization infrastructure and access interfaces. At
each node, a set of software components implements a set of functional and non-functional requirements that
characterize their performance and interfaces.

As shown in Figure , each Epidemic Marketplace node has the following four main modules:

Repository: Stores epidemic data sets and an epidemic ontology to characterise the semantic information of
the data sets.

Mediator: A collection of web services that will provide access to internal data and external sources, based
on a catalogue describing existing epidemic databases through their metadata using state-of-the-art semantic-
web/grid technologies.

Collector: Retrieves information of real-time disease incidences from publicly available data sources, such as
social networks; after retrieval, the collector groups the incidences by subject and creates data sets to store in
the repository.

Forum: Allows users to organize discussions centred on the datasetsmanaged by the Epidemic Marketplace,
fostering collaboration among modellers.
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Figure 1 - An envisioned deployment of the distributed Epidemic Marketplace

The Epidemic Marketplace is a distributed virtual repository, a platform supporting transparent, seamless
access to distributed, heterogeneous and redundant resources (Kuliberda et al. 2006, Ohno-Machado et al.
1997). It is a virtual repository because data can be stored in systems that are external to the Epidemic
Marketplace, and it provides transparent access because several heterogeneities are hidden from its users.
Data can be either stored in one or more repositories or retrieved from external data sources using
authorization credentials provided by clients. Data can also be replicated among repositories to improve
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access time, availability and fault tolerance. However, data replication is not mandatory; in several cases data
must be stored in a single site due to, for instance, security constraints. It is worth noting, though, that any
individual repository that composes the Marketplace will enable virtualized access to these data, once a user
provides adequate security credentials.

In this section, we introduce the Epidemic Marketplace by presenting and discussing its main requirements.

Epidemic Marketplace Requirements

A number of projects retrieve epidemic data and make them available to users, such as Healthmap
(Borownstein et al. 2006), MedISys (Mawudeku et al. 2005) and GIDEON (Gideon 2010). However, the set of
requirements of the Epidemic Marketplace makes this platform quite different from previous projects. The
main system requirements identified of the Epidemic Marketplace are listed below:

Support the sharing and management of epidemiological data sets: Registered users should be able
to upload annotated data sets, and a data set rating assessment mechanism should be available. The
annotated data set will then compose a catalogue that will be available to users.

Support the seamless integration of multiple heterogeneous data sources: Users should be able to
have a unified view of related data sources. Data should be available from streaming, static and dynamic
sources. All data retrieved by users or other services should be available through a common interface.

Support the creation of a virtual community for epidemic research: The platform will serve as a
forum for discussion that will guide the community into uncovering the necessities of sharing data between
providers and modellers. Users will become active participants, generating information and providing data for
sharing and collaborating online.

Distributed Architecture: The Epidemic Marketplace should implement a geographically distributed
architecture deployed in several sites. The distributed architecture should provide improved data access
performance, improved availability and fault-tolerance.

Support secure access to data: Access to data should be controlled. The marketplace should provide
single sign on, distributed federated authorization and multiple access policies, customizable by users.

Support data analysis and simulation in grid environments: The Epidemic Marketplace will provide
data analysis and simulation services in a grid environment. Therefore, the Epidemic Marketplace should
operate seamlessly with grid-specific services, such as grid security services, information services and
resource allocation services.

Workflow: The platform should provide workflow support for data processing and external service
interaction. This requirement is particularly important for those services that retrieve data from the Epidemic
Marketplace, process it, and store the processed data back in the marketplace, such as grid-enabled data
analysis and simulation services.

The main non-functional requirements that have been identified for the Epidemic Marketplace are listed
below:

Interoperability: The Epidemic Marketplace must interoperate with other software. Its design must take
into account that in the future, systems developed by other researchers across the world may need to query
the Epidemic Marketplace catalogue for access to its datasets.
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Open-source: All software packages to be used in the implementation and deployment of the Epidemic
Marketplace should be open source, as well as the new modules developed specifically to the Epidemic
Marketplace. An open-source based solution reduces development cost, improves software trustworthiness
and reliability and simplifies support.

Standards-based: To guarantee software interoperability and the seamless integration of all geographically
dispersed sites of the Epidemic Marketplace, the system will be entirely built over standards defining web
services, authentication and metadata.

Repository Requirements

The objective of the Epidemic Marketplace repository is to organize the information about existing datasets.
While it is expected that the datasets be deposited in the repository, it is possible to have information about
specific datasets even if they are not stored at the repository. This may happen, for example, for security
reasons. For these special datasets, the metadata services to be provided by the content repository will become
the only alternative. The metadata repository will store information about specific datasets even if they are not
in the repository. The metadata will describe the datasets in detail, including their contents, providing
information about the authors, where the dataset is available and who has access to it. The main requirements
of the Repository are:

Separation of data and metadata: An important architectural feature for scientific repositories in
general, and also the Epidemic Marketplace, is a clear separation between data and metadata (Stolte et al.
2003). For instance, there should be a clear separation between metadata and actual data schemes, since
metadata may contain information not directly available in data schemes.

Support for Meta-data standards: Extensive support for metadata standards for web resources
management and processing (e.g. searching) is required. This means the adoption of Dublin Core. It is
possible that only the metadata of some data sources is available through the Epidemic Marketplace, due to
privacy constraints. In those cases the client should retrieve the data directly from the site hosting the data
source, following directives described in the Epidemic Marketplace.

Ontology support: One step further in the deployment of the Epidemic Marketplace is to have a
semantically enabled repository using ontologies for describing and structuring the data. The Epidemic
Marketplace will provide a framework for the creation and development of epidemiological ontologies, openly
addressing the needs of this community and fostering its active involvement(Goni et al. 1997, Fox et al. 2006).

Mediator Requirements

The Mediator is responsible for communicating with: 1) clients, which retrieve the data collections of the
Epidemic Marketplace and produce dynamical trends graphs or geographical maps according to user
interaction; 2) Epiwork applications, such as Internet-based Monitoring Systems (IMS) or computational
platforms (CP) for simulating the propagation of diseases; 3) other data providers, such as online news wires,
RSS feeds, ProMED Mail, validated official alerts (WHO) and other event generators. The main requirements
of the mediator are:

Heterogeneous datasets query and search capabilities: The Mediator has to manage the access to
data from many different sources, pertaining to different diseases, and in different formats, using data query
or search interfaces. Besides medical information, other types of information are needed in epidemics
simulations, such as geographic, sociological and about transportation networks. The data needed for an
epidemic study can change significantly from disease to disease and even between studies on the same
subject, depending on experimental conditions and data collection methods.
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Access to “plug-in-able” resources: One important feature to be supported by the Epidemic Marketplace,
in particular for external data resources, is access to “plug-in-able” resources (Kuliberda et al. 2006). These
external resources provide data not stored in an internal repository and may require virtualized access. Some
resources can appear and disappear unexpectedly, due, for instance, to web site unavailability. “Plug-in-able”
resources enable the dynamic addition of data sources through wrappers that assure physical connection to a
source and convert the gathered data to one or more of the canonical data models supported by the repository.

REST{ul interface: Clients should be able to search and query datasets and corresponding metadata
through RESTful interfaces.

Collector Requirements

Recent epidemiological surveillance projects are collecting data from the Internet to identify disease
propagation. These systems mainly collect data from pre-selected data sources somehow related to the
subject. However, other sources, like social networks and search engine query data, may present early
evidence of an infection event and propagation (Ginsberg et al. 2008). Given the increasing popularity of
social networks, we can find a large amount of personal information in real time, which canhelp in detect
earlier the beginning or the propagation of an epidemic event. The main requirements of the Collector are:

Active data harvesting:The Collector should actively harvest data about putative infections by
automatically retrieving infection alerts from the Webusing a focused web crawler (Chakrabarty, 1999),
subscription of newsfeeds and email services.

Passive data collection: The data collector should also be able to receive information directly from online
users accessing the Epidemic Marketplace using data upload forms or deposited from Internet Monitoring
Systems (van Noort et al. 2007).

Local storage capability: All collected data should be physically stored in at least one site of the Epidemic
Marketplace. This is important since the data may be nolonger available from its source after some time. Data
should be organized as datasets following partitioning criteria meaningful to epidemic modellers.

Forum Requirements

The Epidemic Marketplace will serve as an exchange platform for connecting modellers, who search for input
data for calibrating and evaluating and their models, and providers, who seek the help of modellers for
obtaining analyses and interpret their data. Therefore, its user community requires an online meeting point
for discussions about the data collections and for uncovering the data sharing requirements among providers
and modellers. This will promote collaborations, through direct trustful sharing of data within the
communities and establishment of consensus agreements between modellers and data providers on sharing
data for epidemics modelling. The results will be reported to EU-agencies, such as the ECDC and the
EMCDDA, as a contribution to setting European standards for sharing epidemic data. The main requirements
of the Epidemic Marketplace Forum are:

Group-oriented discussions with access restrictions: Every discussion should be associated with a
group of users. A user uploading a new dataset into the EM Repository defines membership and access
restrictionsto the corresponding online discussion group.

Support for distributed authentication: As it is the case with the Mediator, clients must authenticate to
at least one site of the Epidemic marketplace to Access the forum. The same set of credentials for a given
client should be accepted by any instance of the Epidemic Marketplace. After authentication, the client is
redirected to the Epidemic Marketplace site hosting the discussion, if the user is included in the associated
group access list.
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Epidemic Marketplace Implementation

A first prototype version of the Epidemic Marketplace is under construction. The initial version is already in
use by the project members and implements several of the main features of the outlined architecture,
including data management and sharing support and secure access to data, and is currently being populated
with epidemic datasets and their metadata descriptions.

Several open-source tools and open standards are being used in the Epidemic Marketplace implementation
and deployment process. We selected Fedora Commons (Lagoze et al. 2006) for the implementation of the
main features of the repository. Access control in the platform implements the XACML (OASIS 2010), LDAP
(Tuttle et al. 2004) and Shibolleth(Internet2 2010) standards. We started with a front-end based in
Muradora(Nguyen and Dalziel 2008), which is now being replaced by a new front-end based in the Drupal
content management system (Byron et al. 2009).

The prototype is intended as an initial “proof-of-concept”, but it already shows the limitations spanning from
annotating the datasets using free text in the description fields. This might be useful for some search
applications, but quickly becomes very subjective. For this kind of informal annotation, we will provide a
much simpler model, inspired on web2.0 “tags.” EM users will be able to freely annotate their datasets using
their own terminologies (also dubbed as “folksonomies™).

We are now working on the extension of this model, using the recent DCMI terms and other specific
extensions. To do so, we are completing the Epidemic Marketplace Dublin Core application profile, where the
specific extensions needed and the identification of controlled languages that can be used in order to avoid
subjectivity and implement a high standardization level are being identified. We are also relying on the
community to guide its iterative development.

Conclusion

The development and implementation of the Catalogue of the Epidemic Marketplace is tightly connected with
the population of the Repository with different kinds of epidemic datasets and discussions for better
understanding how a metadata description can be made as exact and complete as needed, and still be useful
and acceptable to the occasional visitor who deposits a dataset or wants to annotate it.

We have started using existing ontologies, such as the UMLS. Our goal is to contribute to making ontologies
widely accepted by the Epidemiological community and ensuring their sustainable evolution, by replicating
the success of similar initiatives, such as the Gene Ontology in Molecular Biology (Ashburner et al. 2000).

The method of scanning published epidemic modelling studies, extracting references (explicit and implicit) to
the described datasets, and then inferring the meta-data descriptions they should have, is being very useful,
since it makes it possible to understand the variety of data used in epidemic studies, how it is related, and
understand the difficulties that this community would experience in providing it. Moreover, these inferred
annotations can also be used as examples to new Epidemic Marketplace users with no previous metadata
definition experience. We believe that thismay spawn the development of increasingly richerand accurate
metadata characterisations of epidemic datasets.

The biggest challenge that lies ahead is how to motivate the community to populate the Epidemic
Marketplace. We will soon be facing an instance of the classic “chicken-and-egg problem,”where the prototype
is not perceived as an attractive resource because it has not a rich collection of datasets, and it hasn’t more
datasets because the community does not perceive its potential. Our Epiwork partners who have been active
in creating models using real world data that they have collected over the years will have a key role.
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Another strategy involves the active collection of data and updates to datasets from the web, for automatic
annotation or archival into the Epidemic Marketplace. Ourcurrent prototype has been collecting data from
Twitter on a daily basis. It is worth noting that the EM not only collects the data, but also stores them. This is
important because messages in Twitter are only available for one month. As we are periodically assembling
these messages into semantically annotated data collections in the Repository, they could become a useful
resource for researchers modelling the spreading of diseases. In the future we could correlate the predictions
made from the data in these collections with official statistics and assess its accuracy. Previous work with web
search logs data, which are private, has shown how effective these short texts can be for predicting epidemic
outbreaks when the date and location of their authors can be traced (Ginsberg et al. 2008).

We will welcome any other organizations willing to participate in the Epidemic Marketplace after the stress
tests that are underway and the software reaches beta-level quality. We will also make the full source code
available as Open Source and encourage the development of extensions. Later on, we expect to publish the
first integrated models providing integrated views of both internally and externally stored data together with a
catalogue of available epidemiological data.
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